Abstract

This paper is an attempt at a systematizing study of the proof theory of the intuitionistic predicate $\mu,\nu$-logic (conventional intuitionistic predicate logic extended with logical constants $\mu$ and $\nu$ for the least and greatest fixpoint operators on positive predicate transformers). We identify eight proof-theoretically interesting natural-deduction calculi for this logic and propose a classification of these into a cube on the basis of the embeddibility relationships between these.

1 Introduction

$\mu,\nu$-logics, i.e. logics with logical constants $\mu$ and $\nu$ for the least and greatest fixpoint operators on positive predicate transformers, have turned out to be a useful formalism in a number of computer science areas.

The classical first-order predicate $\mu,\nu$-logic can been used as a logic of (non-deterministic) imperative programs and as a database query language. It is also one of the relation description languages studied in descriptive complexity theory (finite model theory) (for a survey on this highly actual application, see [EF95, chapter 7]). Its modal propositional fragment is applicable as a specification language for state machines and as a terminological logic. The typical problems of interest in these applications are decision (given a sentence, is it valid?) and finite model checking (given a sentence, does a given finite structure satisfy it?).

Viable natural-deduction (N.D.) calculi for intuitionistic $\mu,\nu$-logics, at the same time, can be fruitfully thought of as typed functional programming languages supporting inductive and coinductive types. In this application, the typical problems of interest are derivation normalization (given a derivation, find a normal form for it; computation) together with derivation checking (given a sentence, does a given derivation establish it?; program verification) and derivation finding (given a sentence, find a derivation that establishes it, if there is any; program construction).

In comparison to the enormous attention that problems centering around the notions of classical validity and satisfaction (especially finite model checking for verification of finite state machines) have received in the research literature on $\mu,\nu$-logics, the interest in problems concerned with the notion of intuitionistic proof has been modest. This paper is an attempt at a systematizing study of the proof theory of the intuitionistic predicate $\mu,\nu$-logic, building to a due extent upon what we have learned from the literature. We identify eight proof-theoretically interesting N.D. calculi for this logic and propose a classification of these into a cube on the basis of the embeddibility.
relationships between these. We also discuss the application of the calculi of the cube in program construction.

This paper is organized as follows. In section 2, we prepare the ground for the subsequent exposition by laying down the particular fashion of treating intuitionistic N.D. calculi as typed functional programming languages that we employ in this paper. For reference in the next section, we do this on the example of the standard N.D. calculus for the 2nd-order intuitionistic predicate logic extended with a logical constant $\sigma$ for the non-deterministic arbitrary fixpoint operator on positive predicate transformers. This calculus is denoted N$\Pi_P$ in this paper. We also fix our terminology and notation. In section 3, we introduce the cube: we define the eight extensions of N$\Pi_P$ with $\mu, \nu$, and show how these work as typed functional programming languages. We also state the embeddability relationships between the calculi. Section 4 is a discussion of the results presented in section 3 and contains an exposition of two toy examples of program construction. In section 5, we present our conclusions and point out some directions for future work.

2 The setting

The most obvious and orthodox way of seeing an intuitionistic N.D. calculus as a typed functional programming language relies on a direct interpretation of its sentences as types and derivations as algorithms, best formalized by defining an isomorphism (i.e., a homomorphism with an inverse that is a homomorphism, too) between the N.D. calculus and a typed $\lambda$-calculus\textsuperscript{1}—the Curry and Howard isomorphism \cite{How80}. The codomain of the isomorphism for the \emph{the sentential fragment} of N$\Pi_P$ is an extension of Girard and Reynold’s system F \cite{Gir71, Rey74}, a nice simply typed $\lambda$-calculus. The codomain of the isomorphism for the \emph{full} N$\Pi_P$, in contrast, is a dependently typed $\lambda$-calculus, too heavy to serve as a practical functional programming language.

A more general approach, first put forth by Leivant \cite{Lei83}, is to consider a certain part of the structure present in sentences and derivations to be essential for typing and computation, and to relate a typed $\lambda$-calculus to the N.D. calculus by means of an appropriate “contracting” homomorphism. In this paper, we choose a contraction of the following kind: in sentences, suppress occurrences of individuals and the 1st-order quantifiers; in derivations, accordingly, suppress occurrences of individuals and the rules for the 1st-order quantifiers, but also predicates and the rules for the 2nd-order quantifiers, and the rules for $\sigma$. The idea is to interpret sentences in their full glory as specifications of functions, so that the N.D. calculus becomes a medium for program construction, while the $\lambda$-calculus is its stand-alone component for program “exploitation” (a programming language simpliciter). The codomain of this “contracting” homomorphism for the full N$\Pi_P$ is an extension of a variant of system F with implicit type coercions, here denoted $\lambda$.

The syntax we employ derives from Martin-Löf’s theory of expressions \cite[chapter 3]{NPS90}, s(t\textsubscript{1}, \ldots, t\textsubscript{n}) denotes application of s to t\textsubscript{1}, \ldots, t\textsubscript{n}, (x\textsubscript{1}, \ldots, x\textsubscript{n})\textsubscript{s} denotes abstraction of x\textsubscript{1}, \ldots, x\textsubscript{n} from s. s\textsubscript{1} $\equiv$ s\textsubscript{2} signifies that s\textsubscript{1} is definitionally equal to s\textsubscript{2}. A key postulate of the theory says that (\textsubscript{x\textsubscript{1}, \ldots, x\textsubscript{n}}s)(t\textsubscript{1}, \ldots, t\textsubscript{n}) $\equiv$ s[t\textsubscript{1}/x\textsubscript{1}, \ldots, t\textsubscript{n}/x\textsubscript{n}]. The operators of expression application and abstraction must not be identified with the operators app and $\lambda$ of $\lambda$-calculus. app($\lambda$(\texttt{c}d), d) $\triangleright$\textsubscript{$\beta$} (\texttt{c}d) $\equiv$ c[d/\texttt{c}]. Confusing an application of an open $\lambda$-term to a $\lambda$-term with an application of the operator app to two $\lambda$-terms corresponds to confusing plugging a derivation into an open derivation with plugging two derivations into the rule $\supset\mathcal{E}$ ("modus ponens"). For derivations, we use a syntax essentially due to Schroeder-Heister \cite{SH84}. This syntax is a notational variant of the general syntax.

The following is a part of the definition of N$\Pi_P$, accompanied by the respective part of the definition of $\lambda$. For the sake of brevity, we have left out the logical constants $\top, \bot, \land, \lor, =^1, =^2$, and $\exists^1, \exists^2$, and the associating inference and contraction rules. (In fact, these are not too essential, in the virtue of the well-known homomorphism from the full N$\Pi_P$ to the fragment without them.)

\textsuperscript{1}A homomorphism between a N.D. calculus and a typed $\lambda$-calculus is a mapping that sends sentences to type terms and derivations to $\lambda$-terms such that, if a derivation establishes a sentence, then the corresponding $\lambda$-term types with the corresponding type term, and, if one derivation reduces to another, then the $\lambda$-term corresponding to the first reduces to this that corresponds to the other.
\[ \text{Pred}^{(n)} = \underbrace{\text{Indiv} \circ \ldots \circ \text{Indiv}}_{n \text{ times}} \]

\[ \vdash: \text{Sent} \circ \text{Sent} \rightarrow \text{Sent} \quad \forall^1: (\text{Indiv} \rightarrow \text{Sent}) \rightarrow \text{Sent} \]

\[ \forall^2: (\text{Pred}^{(n)} \rightarrow \text{Sent}) \rightarrow \text{Sent} \quad \sigma: (\text{Pred}^{(n)} \rightarrow \text{Pred}^{(n)}) \rightarrow \text{Pred}^{(n)} \]

\[ \dfrac{A}{B} \quad \dfrac{A \supset B}{A \supset \text{B}} \quad \dfrac{A \supset B}{A \supset \text{A}} \quad \dfrac{(x) \text{ } P(x)}{\forall^1: \text{I}} \quad \dfrac{\forall^1: \text{I}}{\forall^1: \text{E}} \quad \dfrac{\exists^1: \text{I}}{\exists^1: \text{E}} \quad \dfrac{(x) \text{ } P(x)}{\forall^1: \text{I}} \quad \dfrac{\forall^1: \text{E}}{\forall^1: \text{E}} \]

\[ \dfrac{(X) \text{ } F(X)}{\forall^2: \text{I}} \quad \dfrac{\forall^2: \text{E}}{(X) \text{ } F(X)} \quad \dfrac{\sigma: \text{I}}{\sigma: \text{E}} \quad \dfrac{\sigma^2: \text{I}}{\sigma^2: \text{E}} \quad \dfrac{\sigma: \text{I}}{\sigma: \text{E}} \quad \dfrac{\sigma^2: \text{I}}{\sigma^2: \text{E}} \quad \dfrac{\sigma^2: \text{I}}{\sigma^2: \text{E}} \quad \dfrac{\sigma^2: \text{I}}{\sigma^2: \text{E}} \]

\[ \vdash: \text{Type} \circ \text{Type} \rightarrow \text{Type} \quad \forall^2: (\text{Type} \rightarrow \text{Type}) \rightarrow \text{Type} \quad \sigma: (\text{Type} \rightarrow \text{Type}) \rightarrow \text{Type} \]

\[ \lambda: (\text{Term}^A \rightarrow \text{Term}^B) \rightarrow \text{Term}^A \supset B \quad \text{app}: \text{Term}^A \supset B \circ \text{Term}^A \rightarrow \text{Term}^B \]

\[ (\zeta) \zeta: \Pi(X | \text{Term}^F(X)) \rightarrow \text{Term}^\forall(F) \quad (\zeta) \zeta: \Pi(X | \text{Term}^\forall(F)) \rightarrow \text{Term}^F(X) \]

\[ (\zeta) \zeta: \text{Term}^\forall(F) \rightarrow \text{Term}^\forall(F) \quad (\zeta) \zeta: \text{Term}^F(\sigma(F)) \rightarrow \text{Term}^F(\sigma(F)) \]

\[ \text{app}(\lambda(c), e) \supset c(e) \]

3 The cube

We shall now introduce our cube of eight extensions of NI_{\mu} with \mu and \nu. In parallel to the N.D. calculi, we also introduce the correspondent \lambda-calculi.

From the functional programming point-of-view, in each of the N.D. calculi, \mu is an inductive type former and the \mu-elimination rule is a recursion operator; \nu, dually, is a coinductive type former and the \nu-introduction rule is a corecursion operator. Each N.D. calculus of the cube is characterized by its own inference and contraction rules for \mu and \nu. The kind of recursion and corecursion operators captured by the inference rules \mu I and \nu I thus varies. In the calculi at the bottom front nodes (NI_{\mu}^{\mu,\nu} and mNI_{\mu}^{\mu,\nu}), these are iteration and coiteration; in the calculi at the top front nodes (NI_{\mu}^{\mu,\nu} and mNI_{\mu}^{\mu,\nu}), \rightarrow(\text{primitive}) recursion and corecursion; in the calculi at the bottom back nodes (NI_{\mu}^{\mu,\nu} and mNI_{\mu}^{\mu,\nu}), \rightarrow(\text{primitive}) recursion and corecursion. Courses-of-values iteration is a function definition scheme where the output of a function on a given input is defined in terms of not only the outputs on the inputs that immediately precede the given one, as in simple iteration, but in terms of the outputs on all inputs that precede the given one. (Cf. the relation of courses-of-values induction on naturals to simple mathematical induction.)
In order to save space, we only treat \( \mu \) below: \( \nu \) is in all aspects dual to \( \mu \). We also give the definitions of just four of the total of eight N.D. calculi in the cube.

3.1 The calculi

Ideally, \( \mu \) should be a logical constant for the least fixpoint operator on predicate transformers.

\[
\mu : (\text{Pred}^{(n)} \rightarrow \text{Pred}^{(n)}) \rightarrow \text{Pred}^{(n)}
\]

\[
\mu : (\text{Type} \rightarrow \text{Type}) \rightarrow \text{Type}
\]

However, not every predicate transformer has a least fixpoint. In the calculi of the cube, \( \mu(F) \) faithfully expresses the least fixed point of \( F \), if the predicate transformer \( F \) is positive. A predicate transformer \( (X)P \) is called positive iff every occurrence of \( X \) in \( P \) appears within an even number of antecedents of implications and within no \( \sigma \). Positivity is a simple sufficient condition for monotonicity, which, in turn, is a sufficient condition for the existence of least and greatest fixpoints.

As regards to applications of \( \mu \) to non-positive predicate transformers, two approaches are used in the cube. In the calculi on the left, these applications are simply forbidden. In the calculi on the right (whose names contain the letter \( \text{m} \), for Mendler), in constrast, they are allowed, and there, for any predicate transformer \( F \), \( \mu(F) \) actually expresses the least fixpoint of a certain positive majorant of \( F \). In the particular case, if \( F \) itself happens to be monotone, the majorant is equivalent to \( F \).

The calculi on the left

In these calculi, the way how a \( \mu \)-detour is removed from a derivation depends on a part of the structure of the predicate transformer \( F \) that \( \mu \) is applied to. This part of the structure can be nicely condensed into a pseudo-‘predicate transformer’ that we call the shape of \( F \) (notation \( |F| \)). Given any predicate transformer \( (X)P \), its shape is obtained from \( (X)P \) by replacing all subsentences of \( P \) where \( X \) does not occur with a special pseudo-sentence \(~\) (“blank”).

The contraction rule for \( \mu \) is best formulated by making reference to an auxiliary inference rule \( \mathcal{M}^+ \). Both the inference rules for \( \mu \) and the inference rule \( \mathcal{M}^+ \) are parametric in a shape; it is forbidden to use a non-positive shape as a value of the parameter. The auxiliary inference rule \( \mathcal{M}^+ \) states that any predicate transformer with a given (necessarily positive) shape is monotone. It encapsulates a shape-dependent derivation without applications of auxiliary inference rules.

\[
\mathcal{M}^+_1: \frac{F(Q)(s)}{F(R)(s)}
\]

\[
\text{map}_{\mathcal{M}^+_1}: \text{Term}^F(Q) \otimes (\text{Term}^Q \rightarrow \text{Term}^R) \rightarrow \text{Term}^F(R)
\]
As an example of a calculus on the left, we present the calculus at the left-hand bottom front node, $\mathbb{N}\Pi^{[\mu]}$ (the “basic” calculus). The inference rule $\mu I$ states that, for any predicate transformer $F$ with a given (necessarily positive) shape, $\mu(F)$ is a pre-fixpoint of $F$. The inference rule $\mu E$ (Park’s fixpoint induction principle) states that, for any predicate transformer $F$ with a given (necessarily positive) shape, $\mu(F)$ is subsumed by any pre-fixpoint of $F$. Note the use of the inference rule $M^+$ in the contraction rule for $\mu$.

\[
\begin{array}{c}
\begin{array}{c}
F(\mu(F))(s) \\
\mu I_{\mu I}:
\end{array} & \begin{array}{c}
\mu(F)(s) \\
\mu E_{\mu I}:
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
R(s)
\end{array}
\end{array}
\]

As a first example of a calculus on the left, let us present the calculus at the left-hand bottom front node, $\mathbb{N}\Pi^{[\mu]}$. The inference rule $\mu I$ states that, for any predicate transformer $F$, $\mu(F)$ is a pre-fixpoint of $\mu F$. The inference rule $\mu E$ states that, for any predicate transformer $F$, $\mu(F)$ is subsumed by any pre-fixpoint of $\mu F$.

\[
\begin{array}{c}
\begin{array}{c}
F(Q)(s) \\
\mu I:
\end{array} & \begin{array}{c}
Q(u) \\
\mu(F)(u)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
R(s)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
R(s)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

The calculi on the right

In these calculi, the inference rules for $\mu$ do not have the shape parameter, and there is no analog of the inference rule $M^+$. The reason is that $\mu$ finds the least fixpoint of the majorant $F^\#$ of a given predicate transformer $F$, and $[F^\#]$ is the same for any $F$ (for the definition of $F^\#$, see the next section).

As a first example of a calculus on the right, let us present the calculus at the right-hand bottom front node, $\mathbb{N}\Pi^{[\mu]}$. The inference rule $\mu I$ states that, for any predicate transformer $F$, $\mu(F)$ is a pre-fixpoint of $\mu F$. The inference rule $\mu E$ states that, for any predicate transformer $F$, $\mu(F)$ is subsumed by any pre-fixpoint of $\mu F$.

\[
\begin{array}{c}
\begin{array}{c}
F(Q)(s) \\
\mu I:
\end{array} & \begin{array}{c}
Y(u) \\
\mu(F)(y)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
R(s)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\mu(F)(s) \\
\mu E:
\end{array}
\end{array}
\]

In the two calculi we have presented so far (the calculi at the bottom front nodes), the inference rule $\mu E$ behaves as an iteration operator. In the calculi at the top front nodes, the inference rule
\(\mu E\) behaves as a \((\text{primitive})\) recursion operator. As an example, we present the calculus at the right-hand top front node, \(\text{mNI}_{P^*}^{\mu,\nu}\).

\[
\begin{array}{c}
F(Q)(s) \quad Q(u) \quad F(Q)(u) \\
\mu I : \quad \mu(F)(s) \quad (u) \quad (u) \\
\mu E : \quad \mu(F)(s) \quad (u) \quad Y(u) \\
R(s) \quad R(u) \quad \mu(F)(u) \\
\end{array}
\]

\[
\begin{array}{c}
F(Y)(y) \quad Y(u) \quad (u) \quad Y(u) \\
\mu I : \quad \mu(E)(s) \quad \mu(F)(u) \quad (u) \quad R(y) \\
\mu E : \quad \mu(F)(u) \quad R(u) \quad (Y, y) \quad E \\
\end{array}
\]

(map\_wrap : \(\text{Term}^{(Q)}(\text{Term}^Q \rightarrow \text{Term}^{(F)}) \rightarrow \text{Term}^{(F)}\))

rec : \(\text{Term}^{(F)} \odot \Pi((Y)\text{Term}^{(Y)} \rightarrow \text{Term}^{(R)}) \odot (\text{Term}^{(Y)} \rightarrow \text{Term}^{(F)} \rightarrow \text{Term}^{(R)}) \rightarrow \text{Term}^{(R)}\)

rec(map\_wrap \(c, d, e\) \(\triangleright^g\) \(e(c, \text{rec}(d(v), e), d)\))

In the calculus at the bottom back nodes, the inference rule \(\mu E\) behaves as a courses-of-values iteration operator. As an example, we present the calculus at the right-hand bottom back node, \(\text{mNI}_{P^*}^{\mu,\nu}\).

\[
\begin{array}{c}
F(Q)(s) \quad Q(u) \quad F(Q)(u) \\
\mu I : \quad \mu(F)(s) \quad (u) \quad (u) \\
\mu E : \quad \mu(F)(s) \quad (u) \\
\end{array}
\]

\[
\begin{array}{c}
F(Y)(y) \quad Y(u) \quad (u) \quad Y(u) \\
\mu I : \quad \mu(F)(u) \quad (u) \quad R(y) \\
\mu E : \quad \mu(F)(u) \quad R(u) \quad (Y, y) \quad E \\
\end{array}
\]

(map\_wrap : \(\text{Term}^{(Q)}(\text{Term}^Q \rightarrow \text{Term}^{(F)}) \rightarrow \text{Term}^{(F)}\))

rec : \(\text{Term}^{(F)} \odot \Pi((Y)\text{Term}^{(Y)} \rightarrow \text{Term}^{(R)}) \odot (\text{Term}^{(Y)} \rightarrow \text{Term}^{(F)} \rightarrow \text{Term}^{(R)}) \rightarrow \text{Term}^{(R)}\)

rec(map\_wrap \(c, d, e\) \(\triangleright^g\) \(e(c, \text{rec}(d(v), e), d)\))

\(\text{NI}_{P}^{\mu,\nu}\) and \(\text{mNI}_{P}^{\mu,\nu}\) were first formulated by Leivant [Lei90]; he acknowledged the work of Mendler [Men87], which is the first publication of a variant of \(\text{mNI}_{P}^{\mu,\nu}\). \(\text{NI}_{P}^{\mu,\nu}\) appeared first in Geuvers [Gen92]. We are not aware of any accounts of the calculi at the back nodes of the cube in the literature.

Hagino’s category-theoretically motivated \(\lambda\)-calculus in [Hag87] is a relative of \(\text{NI}_{P}^{\mu,\nu}\). A \(\lambda\)-calculus with two destructors for \(\mu\) (namely, \text{cata} and an inverse of \text{wrap}) appears in [Gre02] and [How92, chapter 3]. Martin-Löf published a paper about a \(\lambda\) calculus supporting iterated inductive definitions of predicates as early as in 1971 [ML71].
3.2 The embeddings

There exist embeddings (i.e. injective homomorphisms) between any two n.d. calculi at adjacent nodes in the cube in both directions. In addition, there exists a homomorphism from the basic calculus \( \text{NI}_{\mu,\nu} \) to \( \text{NI}_{\lambda} \). The only logical constants and inference rules not mapped identically by these are \( \mu \) and \( \nu \) and the associating inference rules. We characterize each mapping here by the image of \( \mu \) only.

**The embeddings in the forward directions**

- left-to-right
  \[
  \mu^1(F) \equiv \mu(F)
  \]
- bottom-to-top
  \[
  \mu^1(F) \equiv \mu(F)
  \]
- front-to-back
  \[
  \mu^1(F) \equiv \mu(F^4) \quad \text{where} \quad F^4 \equiv (X)(x)F(X)(x) \lor X(x)
  \]

For any \( F \), \( F^4 \) is inflationary.

**The embeddings in the backward directions**

- right-to-left
  \[
  \mu^1(F) \equiv \mu(F^6) \quad \text{where} \quad F^6 \equiv (X)(x)\exists^2(Y)\forall^1((u)Y(u) \supset X(u)) \land F(Y)(x))
  \]

For any \( F \), \( F^6 \) is a positive (and hence monotone) majorant of \( F \). (Note the use of 2nd-order quantifiers here.)

- top-to-bottom, on the left, and on the right
  \[
  \mu^1(F) \equiv \sigma((Z)\mu((X)F((z)X(z) \land Z(z))))
  \]
  \[
  \mu^1(F) \equiv \sigma((Z)\mu((X)(x)\forall^1((u)X(u) \supset Z(u)) \land F(X)(x)))
  \]

(Note the use of \( \sigma \) here.)

- back-to-front, on the left, and on the right
  \[
  \mu^1(F) \equiv \mu((X)(z)\exists^2((Z)\forall^1((u)Z(u) \supset X(u) \land F(Z(u)) \land Z(z))))
  \]
  \[
  \mu^1(F) \equiv \mu((X)(x)\forall^1((u)X(u) \supset F(X)(u)) \land F(X)(x))
  \]

The embeddings in the forward directions are almost straightforward. The top-to-bottom embedding from \( \text{NI}_{\mu,\nu} \) to \( \text{NI}_{\lambda \nu} \) is implicit in [Par90]. For the corresponding \( \lambda \)-calculi, it is explicitly given in [Gen92].

**The homomorphism from \( \text{NI}_{\mu,\nu} \) to \( \text{NI}_\lambda \)**

\[
\mu^1 \equiv (x)\forall^2((X)\forall^1((y)F(X)(y) \supset X(y)) \supset X(x))
\]

This definition of the \( \mu \) and \( \nu \) and the associating inference rules of \( \text{NI}_{\mu,\nu} \) via the 2nd-order quantifiers and the associating inference rules is well-known; it is due to Leivant [Lei83] and Böhm and Berarducci [BB85].

\( \text{NI}_{\lambda} \), \( \lambda \) enjoy the property of strong normalizability. Therefore, the n.d. \( \lambda \)-calculi of the cube also enjoy this property, since for each of them, there exists a homomorphism to \( \text{NI}_{\mu,\lambda} \).
4 Discussion

The calculi of the cube are equally powerful in terms of expressible functions (i.e. denotationally), but differ in terms of expressible algorithms (i.e. operationally). Recursion and course-of-values iteration allow more efficient programming than plain iteration. The iterative predecessor algorithm for naturals which is expressible in $\niP_{\mu,\nu}$ and $\niP_{\mu,\nu}$ requires linear time. In $\niP_{\mu,\nu}$ and $\niP_{\mu,\nu}$, in contrast, one can express a better recursive algorithm that computes in constant time. Below we give two examples of program scheme construction in the n.d. calculi of the cube.

Example: The “factorial” scheme

Define

\[
\begin{align*}
N(R)(s) & \equiv \text{Zero}(s) \lor (\text{Succ}(s) \land R(p(s))) \\
\text{Nat} & \equiv \mu(N) \\
\text{Fact}(s) & \equiv \text{Nat}(\text{fact}(s))
\end{align*}
\]

The scheme of specifying a one-place function $f$ on naturals in terms of a number $g_0$ and a two-place function $g_1$ by the equations $f(0) = g_0$ and $f(n) = g_1(f(n-1), n-1)$ ($n \geq 1$) is expressible as follows:

\[
\begin{align*}
\forall^1((x)\text{Succ}(x)) & \quad \forall^1((x)\text{Zero}(x) \supset \text{Fact}(x)) \land (\text{Fact}(p(x)) \land \text{Nat}(p(x))) \supset \text{Fact}(x) \\
& \ldots \\
\forall^1((x)\text{Nat}(x) \supset \text{Fact}(x))
\end{align*}
\]

The following iterative program scheme in $\mu\lambda_{\mu,\nu}$, which, given programs for $g_0$, $g_1$, computes $f(n)$ as the first component of the pair $f'(n) = (f(n), n)$, corresponds to a program scheme constructible in $\niP_{\mu,\nu}$:

\[
(g_0, g_1) \lambda((\beta)\text{fst}(\text{iter}(\beta, \gamma, \delta)\text{case})
\begin{bmatrix}
\gamma, & \text{app}(g_0, \xi) \\
\text{map}(\text{inl}(\xi), (\xi, \gamma)) \\
\text{map}(\text{inr}(\text{fst}(\xi), \text{snd}(\text{snd}(\xi))), (\xi, \gamma)) \\
\text{app}(g_1, (\text{fst}(\xi), \text{snd}(\text{snd}(\xi))), (\xi, \gamma))
\end{bmatrix}
\end{align*}
\]

The following recursive program scheme in $\mu\lambda_{\mu,\nu}$ corresponds to a program scheme constructible in $\niP_{\mu,\nu}$:

\[
(g_0, g_1) \lambda((\beta)\text{rec}(\beta, \gamma, \delta, \epsilon)\text{case})
\begin{bmatrix}
\gamma, & \text{app}(g_0, \xi) \\
\text{app}(g_1, (\text{fst}(\xi), \text{delta}(\text{snd}(\xi)), \epsilon(\text{snd}(\xi))))
\end{bmatrix}
\end{align*}
\]

Example: The “Fibonacci” scheme

Define

\[
\begin{align*}
N(R)(s) & \equiv \text{Zero}(s) \lor (\text{Succ}(s) \land R(p(s))) \\
\text{Nat} & \equiv \mu(N) \\
\text{Fibo}(s) & \equiv \text{Nat}(\text{Fibo}(s))
\end{align*}
\]

The scheme of specifying a one-place function $f$ on naturals in terms of numbers $g_0$, $g_1$ and a two-place function $g_2$ by the equations $f(0) = g_0$, $f(1) = g_1$, and $f(n) = g_2(f(n-1), f(n-2))$ ($n \geq 2$) is expressible as follows:

\[
\begin{align*}
\forall^1((x)\text{Zero}(x)) & \quad \forall^1((x)\text{Succ}(x) \land \text{Zero}(p(x))) \supset \text{Fibo}(x) \\
\forall^1((x)\text{Succ}(x) \land \text{Zero}(p(x))) & \quad \forall^1((x)\text{Succ}(x) \land \text{Succ}(p(x))) \supset \text{Fibo}(x) \land (\text{Fibo}(p(x)) \land \text{Fibo}(p(p(x)))) \\
& \ldots \\
\forall^1((x)\text{Nat}(x) \supset \text{Fibo}(x))
\end{align*}
\]
The following iterative program scheme in $\mathcal{M}_{\text{NI}}^{h,v}$, which, given programs for $g_0$, $g_1$, and $g_2$, computes $f(n)$ as the first component of the pair $f'(n) = (f(n), f(n-1))$, corresponds to a program scheme constructible in $\mathcal{M}_{\text{NI}}^{h,v}$:

\[
(g_0, g_1, g_2) \mapsto \lambda(\beta) \text{iter}(\beta, (\gamma, \delta) \mapsto \begin{cases} 
\text{app}(g_0, \xi) & s \in (\xi), \\
\text{inl}(\xi) & \text{otherwise}
\end{cases} \text{case} \left( \begin{array}{c}
\text{snd}(\delta(\text{snd}(\xi))), \\
\text{app}(g_1, (\text{fst}(\xi), \xi')) \\
\text{app}(g_2, (\text{fst}(\xi), \text{fst}(\delta(\text{snd}(\xi))), \text{snd}(\xi'))) \\
\text{snd}(\text{snd}(\xi))
\end{array} \right))
\]

The following 'courses-of-values'-iterative program scheme in $\mathcal{M}_{\text{NI}}^{h,v}$ corresponds to a program scheme constructible in $\mathcal{M}_{\text{NI}}^{h,v}$:

\[
(g_0, g_1, g_2) \mapsto \lambda(\beta) \text{co-iter}(\beta, (\gamma, \delta, \kappa) \mapsto \begin{cases} 
\text{app}(g_0, \xi) & s \in (\xi), \\
\text{app}(g_1, (\text{fst}(\xi), \xi')) \\
\text{app}(g_2, (\text{fst}(\xi), \text{fst}(\delta(\text{snd}(\xi))), \text{snd}(\xi'))) \\
\text{snd}(\text{snd}(\xi))
\end{cases} \text{case} \left( \begin{array}{c}
\kappa(\text{snd}(\xi)), \\
\text{snd}(\text{snd}(\xi))
\end{array} \right))
\]

5 Conclusion

In this paper, we presented eight N.D. calculi arranged into a cube, and showed how these function as media for construction of functional programs. We were pleased to discover that each provides support for recursive-corecursive programming with a meaningful recursion-corecursion operator. We intend to continue this research with a closer inspection of the perspectives of practical applicability of these calculi in program construction; this concerns both specification methodology and computer assistance in program construction. We also intend to look into the connections with the category-theoretic technology of program construction advocated by the mathematics of program construction (calculation of programs) community.
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